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1. Introduction

This paper presents results on the existence and characterization of Pareto efficient and of equilibrium allocations in a continuous time setting under uncertainty in which agents have stochastic differential utility, a version of recursive utility.

Section 2 is devoted to efficient allocations, including existence, characterization in terms of first-order conditions in the smooth case, and the
associated allocation mechanism. As a by-product, we can give regularity conditions under which the state-price deflator associated with an efficient allocation is a semimartingale, a property that is useful in the characterization of security prices. Section 3 demonstrates conditions for existence of an equilibrium in which the first-order conditions for efficiency shown in section 2 apply. This approach requires us to avoid the uniform properness conditions on preferences introduced by Mas-Colell (1986).

Section 4 studies the issue of whether a local gross-substitutes condition globalizes, as it does in the additive case considered by Dana (1991). That would provide conditions for uniqueness of equilibrium and an easy existence proof.

While we deal exclusively with a pure exchange economy, the characterization of efficient allocations for production economies is of course the same, given the production choice, replacing the total private endowment with the total consumption. When specialized to exchange economies, Epstein’s (1987) characterization of efficient allocations in the deterministic case is recovered here.

The remainder of this section sets up the primitives of the model.

1.1. Consumption space

Let \((\Omega, \mathcal{F}, P)\) be a probability space and \(\mathcal{F} = \{\mathcal{F}_t; t \in [0, T]\}\) be a filtration of sub-\(\sigma\)-algebras of \(\mathcal{F}\) satisfying the usual conditions. [See Protter (1990) for details.] For some given \(p \in [1, \infty)\), let \(D\) denote the space of consisting of all processes of the form \(c: \Omega \times [0, T] \rightarrow \mathbb{R}^l\), with \(c\) measurable with respect to the \(\sigma\)-algebra on \(\Omega \times [0, T]\) generated by left-continuous \(\mathcal{F}\)-adapted processes, and with

\[
\|c\| = \left[ \mathbb{E}\left( \int_0^T \|c_t\|^p \, dt \right) \right]^{1/p} < \infty.
\]

As usual, we identify two elements \(a\) and \(b\) of \(D\) if \(a = b\) almost everywhere. The usual positive cone of \(D\) is denoted \(D^+\). For simplicity, we assume that \(\mathcal{F}_0\) contains only events of probability zero or one.

1.2. The agents

There are \(m\) agents. Agent \(i\) is characterized by a utility function \(U_i\), defined on \(D^+\) by \(U_i(c) = V^i_0\), where \(V^i\) solves the recursive utility equation [see Duffie and Epstein (1992)]:

\[
V^i_t - \mathbb{E}\left( \int_0^T f_t(c_s, V^i_s) \, ds \bigg| \mathcal{F}_t \right), \quad t \in [0, T],
\]
where \( f_i: \mathbb{R}_+^j \times \mathbb{R} \to \mathbb{R} \) is a continuous function satisfying a growth condition in the first (consumption) argument and a uniform Lipschitz condition in the second (utility) argument. These technical assumptions, which can be weakened, ensure the existence of a unique \( p \)-integrable semimartingale solving (1) for each \( c \in D_+ \). [See Duffie and Epstein (1992a) for \( p>1 \) and Antonelli (1991) for \( p=1 \). In a Markovian setting, without the Lipschitz condition, see Duffie and Lions (1992).] We will always assume that \( f_i(\cdot, v) \) is strictly increasing for all \( i \) and \( v \), which implies that \( U_i \) is strictly increasing [Duffie and Epstein (1992a)].

2. Efficient allocations

The total endowment, an element \( e \) of \( D_+ \), is to be shared among the agents. The feasible allocation set is \( \Lambda = \{ (c_1, \ldots, c_m) \in D^m_+: e - \sum_i c_i \geq 0 \} \). For \( \alpha \) in \( \mathbb{R}^m_+ \), let \( U_\alpha: D^m_+ \to \mathbb{R} \) be defined by

\[
U_\alpha(c) = \sum_{i=1}^m \alpha_i U_i(c^i).
\]

An allocation in \( D^m_+ \) is \( \alpha \)-efficient if it maximizes \( U_\alpha \) over \( \Lambda \). As is well known, if \( U_i \) is concave for all \( i \), then this definition of efficiency coincides with the usual definition of Pareto optimality: a feasible allocation \( c \) is Pareto optimal if there is no other feasible allocation \( \hat{c} \) such that \( U_i(e') > U_i(c') \) for at least some \( i \).

**Proposition 1.** Suppose \( f_i \) is concave for all \( i \). Then \( c \) is Pareto optimal if and only if there is some non-zero \( \alpha \) such that \( c \) is \( \alpha \)-efficient.

**Proof.** Duffie and Epstein (1992a) show that \( U_i \) is a concave if \( f_i \) is concave. The proof is then the usual application of separating hyperplanes in \( \mathbb{R}^m \). \( \Box \)

2.1. Existence of efficient allocations

**Theorem 1.** If \( f_i \) is concave for all \( i \) and \( p>1 \), then there exists an efficient allocation.

**Proof.** The criterion \( U_\alpha: \Lambda \to \mathbb{R} \) is weak-upper-semicontinuous, with respect to the usual norm on \( D^m_+ \), since \( U_i \) is norm-continuous and concave for all \( i \). [For these properties, see Duffie and Epstein (1992).] Under the same topology, the allocation set \( \Lambda \) is weak-compact, by Alaoglu's Theorem, since the lattice operations on \( D \) are continuous and \( \Lambda \) is convex and norm-

\(^1\)A process \( X \) is \( p \)-integrable if \( \sup |X| \) is finite in \( L^p \)-norm.
bounded. An upper semi-continuous function on a compact set achieves its supremum. □

2.2. Gradient calculation

We will give a characterization of efficiency under differentiability. The gradient of $U_i$, when it exists at some $c$ in $D_+$, is the linear functional $\nabla U_i(c)$ defined by

$$\nabla U_i(c)h = \lim_{\lambda \to 0} \frac{U_i(c+\lambda h)-U_i(c)}{\lambda}, \quad h \in F(c) = \{h \in D : c + h \in D_+\}.$$ 

For convenience, from this point forward, unless otherwise mentioned, we take $f'$ to be $C^1$ on the interior of its domain and take $p=2$. We let $f^i_c$ denote the partial derivative of $f^i$ with respect to its first (consumption) argument, and $f^i_v$ denote the partial with respect to its second (utility) argument.

We let $D_{++}$ denote the quasi-interior of $D_+$; that is, $c$ is in $D_{++}$ if $c(\omega, t) \in R^l \cap \text{int}(R^l)(\omega, t)$-almost everywhere.

Proposition 2. Fix $c \in D_{++}$. If $f^i$ satisfies a uniform growth condition in its first (consumption) argument, or if $f^i$ is concave and $c$ is bounded away from zero, then $\nabla U_i(c)$ exists and

$$\nabla U_i(c)h = E\left(\int_0^T \pi^i(c, s, h_t) \, ds\right), \quad h \in F(c),$$

where

$$\pi^i(c) = \exp\left(\int_0^T f^i(c, s, V^i) \, ds\right).$$

Proof. For the case of a uniform growth condition, see Duffie and Skiadas (1991, Theorem 3). For the case of $f^i$ concave and $c$ bounded away from 0, if $h \in F(c)$, then $c+\delta h \geq 0$ for all $\delta$ sufficiently small, and the arguments of the proof of Theorem 2 of Duffie and Skiadas (1994) go through using concavity to bound $f^i(c+\xi^\delta, V^i)$ uniformly, for $\xi^\delta$ between $c$ and $c+\delta h$ for small $\delta$. □

2.3. First-order characterization of efficiency

In principle, the first-order conditions for Pareto optimality are that
marginal rates of substitution of the different agents coincide. We will see what that means in this setting. For the remainder of this section, we fix a feasible allocation \( c \in D_{\mathbb{R}^+}^m \) such that, for all \( i \), \( \nabla U_i(c^i) \) exists and has the Riesz representation \( \pi_i(c^i) \) of (3). We let

\[
H(c) = \left\{ h \in D^m : \sum_i h^i = 0, h^i \in F(c^i), 1 \leq i \leq m \right\}
\]
denote the set of feasible transfers.

**Proposition 3.** If \( c \) is \( \alpha \)-efficient then

\[
\sum_i \alpha_i \nabla U_i(c^i) h^i \leq 0, \quad h \in H(c).
\]

If \( U_i \) is concave for all \( i \), then the converse is true.

**Proof.** These are merely the first-order conditions for optimality. \( \square \)

**Corollary.** If for all \( i \), \( U_i \) is concave and

\[
\alpha_i \pi_i(c^i) = \alpha_j \pi_j(c^j) \text{ a.e., } i, j \in \{1, \ldots, m\},
\]
then \( c \) is \( \alpha \)-efficient. Suppose that \( c^i \) is bounded away from zero for all \( i \). If \( c \) is \( \alpha \)-efficient, than (5) holds.

**Proof.** For the first assertion, (5) implies (4). For the second, with \( c \) bounded away from zero, \( F(c^i) \) contains the sub-space of bounded processes. It follows that if \( \pi = \alpha_i \pi_i(c^i) - \alpha_j \pi_j(c^j) \) is non-zero, there is some non-zero element \( h \) of \( F(c) \) such that \( E(\int_0^T h \pi_i dt) > 0 \). Thus (4) applies if and only if (5) does. \( \square \)

We give a set of sufficient conditions for an efficient allocation to be bounded away from zero that can be used as a basis for applying the last Corollary, and will also be useful later in demonstrating the existence of equilibrium. The conditions include the following ‘Inada’ style conditions on utilities. A special case satisfying the restriction is given by \( f(x, v) = x^\alpha - \rho v \), for some \( \alpha \in (0, 1) \) and \( \rho > 0 \).

**Inada Conditions.** For all \( i \):

(i) For all \( x \in \mathbb{R}^1_{++}, \sup_{v} \left| f^i_c(x, v) \right| < \infty \).

(ii) For any sequence \( x_n \) in \( \mathbb{R}^1_{++} \) converging to the boundary of \( \mathbb{R}^1_+ \), \( \inf_{v} \left| f^i_c(x_n, v) \right| \to \infty \).
(iii) \( f^i \) is concave.

**Lemma 1.** Suppose the Inada Conditions apply, \( e \) is bounded away from zero, and \( c \) is an \( \alpha \)-efficient allocation. Then \( c \) is bounded away from zero.

The result is implied by Lemma 4, to follow in section 3. (There might seem to be a missing assumption that \( \alpha \) is strictly positive, but there is a standing assumption that \( c \in D^m_{++} \), which can only be true for \( \alpha \)-efficient \( c \) if \( \alpha > 0 \).

### 2.4. Local versus global efficiency

Given the consumption process \( c^i \), its utility process \( V^i \), and an initial weight \( \alpha_i \), we define the discounted weight process \( \lambda^i \) by:

\[
\lambda^i_t = \exp \left( \int_0^t f^i(c^i_s, V^i_s) \, ds \right) \alpha_i.
\]

The first-order condition (5) for efficiency can be rewritten as

\[
\lambda^i_t f^i(c^i_t, V^i_t) = \lambda^i_t f^i(c^i_t, V^i_t) \quad (\omega, t) - a.e.
\]

We therefore have regularity conditions under which an \( \alpha \)-efficient allocation solves, for almost every \( (\omega, t) \), the problem

\[
\max_{x \in A(\omega, t)} \sum_{i=1}^m \lambda^i(\omega, t) f^i(x, V^i(\omega, t)),
\]

where \( A(\omega, t) = \{ x \in (\mathbb{R}_+^m): x_1 + \cdots + x_m \leq e(\omega, t) \} \), and where \( \lambda \) and \( V \) are given by (6) and (7).

**Proposition 3.** Suppose \( f^i \) is concave for all \( i \). If \( c \) solves (8) almost everywhere, then \( c \) is \( \alpha \)-efficient. Conversely, suppose \( e \) is bounded away from zero, the Inada conditions apply, and \( c \) is \( \alpha \)-efficient. Then \( c \) solves (8) almost everywhere.

**Proof.** It can easily be seen that (7) is the first-order necessary (and with concavity, sufficient) condition for (8). Then Lemma 1 and the Corollary of Proposition 2 imply the result. \( \square \)

### 2.5. The dynamic system for efficient allocations

We can characterize optimal allocations as the solution to a particular dynamic equation, extending the work of Lucas and Stokey (1984), Epstein
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(1987), Dana and LeVan (1989), and Kan (1990), as follows. The idea is to replace an apparently more difficult infinite-dimensional optimization problem with the finite-dimensional optimization problem (8), along with a dynamic equation for the state \((\lambda, V)\) of the optimization problem.

First, we say that \(f^i\) is \textit{regular} if it is \(C^3\) on the interior of its domain and if, for all \(v\) in \(\mathbb{R}\), the Hessian matrix associated with \(f(\cdot, v)\) is everywhere negative definite. (Concavity alone of \(f\) assures negative semi-definiteness.) By the implicit function theorem, regularity of \(f^i\) for all \(i\) implies that there is a \(C^2\) function \(K: \mathbb{R}^{n+i} \times \mathbb{R}^i \times \mathbb{R}^m \rightarrow (\mathbb{R}^+)^m\) such that the solution to (8) is given by \(K(\lambda(\omega, t), e(\omega, t), (V^1(\omega, t), \ldots, V^m(\omega, t)))\). [We use here uniqueness of the solution to (8), implied by strict concavity of \(f^i(\cdot, v)\), to ensure that \(K\) is globally, and not merely locally \(C^2\).] [See Mas-Colell (1985) for the details, which are standard in the study of smooth economies.]

Now we can characterize the \(\alpha\)-efficient allocation \(c\) by \(c_i = K(\lambda_i, e_i, V_i)\), where \((\lambda, V)\) solves the stochastic recursive integral equation in \(\mathbb{R}^m \times \mathbb{R}^m:\)

\[
\begin{align*}
\lambda^i_t &= \alpha_i \exp \left( \int_0^t f^i(K_i(\lambda_s, e_s, V_s), V_s^i) \, ds \right), \\
V^i_t &= E \left[ \int_t^T f^i(K_i(\lambda_s, e_s, V_s), V_s^i) \, ds \bigg| \mathcal{F}_t \right] 
\end{align*}
\tag{9}
\]

Existence of solutions to such integral equations can be deduced as follows, directly from the existence of \(\alpha\)-efficient allocations.

\textit{Proposition 4.} Suppose the Inada Conditions apply, \(e\) is bounded away from zero, and, for all \(i\), \(f^i\) is regular. Then there exists a unique solution \((\lambda, V)\) to (9).

\textit{Proof.} This immediate from Theorem 1 and Proposition 3, and the uniqueness of \(\alpha\)-efficient allocations implied by strict concavity. \(\square\)

As an alternative and more direct approach to existence of solutions (9), we could take the fixed point approach of Antonelli (1992), along the following lines. Consider the space \(\mathcal{S}^2\) of \(\mathbb{R}^m \times \mathbb{R}^m\)-valued semimartingales that are finite in the norm

\[
\|X\|_{\mathcal{S}^2} = \left( E \left[ \sup_t \|X_t\|^2 \right] \right)^{1/2}.
\]

Then consider the map \(\mathcal{A}: \mathcal{S}^2 \rightarrow \mathcal{S}^2\) defined by \(\mathcal{A}(\lambda, V)_t = (\hat{\lambda}_t, \hat{V}_t)\), where
\[ \lambda_i^t = \alpha_i \exp \left( \int_0^t f_i^t(K_i(\lambda_s, e_s, V_s), V_s^i) \, ds \right), \quad i \in \{1, \ldots, m\}. \] 

\[ \hat{\mathcal{V}}_i^t = \mathbb{E} \left[ \int_t^T f_i^t(K_i(\lambda_s, e_s, V_s), V_s^i) \, ds \bigg| \mathcal{F}_t \right] \]

A fixed point of \( \mathcal{P} \) is a solution of (9). This is an extension of the usual Picard iteration approach to the existence of stochastic differential equations. See, for example, Antonelli (1991). Curiously enough, Antonelli shows counterexamples to existence for analogous equations with simple linear coefficient functions, leaving this direct fixed point approach an open issue.

By considering the definition \( U_i(e) = \sum \alpha_i V_i^t \) in terms of the dynamic equation (9), one can think of \( U_i \) as a generalized recursive utility function.

### 2.6. Semimartingale state prices

There are many cases, as examined in Duffie and Skiadas (1994), in which one can characterize security prices conveniently if the gradient representation \( \pi^i(c^i) \) is a semimartingale. This issue can be resolved from the characterization (8) of efficient allocations, under the same regularity conditions on the aggregators \( f^1, \ldots, f^m \) used in the previous section.

**Proposition 5.** Suppose the Inada Conditions apply, \( e \) is a semimartingale bounded away from zero, and for all \( i, f^i \) is regular. If \( c \) is efficient then \( \pi^i(c^i) \) is a semimartingale for all \( i \).

**Proof.** First, \( (\lambda, e, V) \) is a semimartingale in \( \mathbb{R}^m \times \mathbb{R}^l \times \mathbb{R}^m \). Since \( K \) is \( C^2 \), eq. (3) and Ito's Lemma (which implies that a \( C^2 \) function of a semimartingale is a semimartingale), we know that \( \pi^i(c^i) \) is a semimartingale for all \( i \).

If, in addition to the hypotheses of Proposition 5, \( e \) is a special semimartingale with an absolutely continuous finite variation component, then \( \pi^i(c^i) \) has an absolutely continuous finite variation component. This is important in giving a classical interpretation of short-term interest rates [the drift of \( \pi^i(c^i) \) divided by \( \pi^i(c^i) \)], or in characterizing the behavior of security prices in general. See Karatzas et al. (1990) for an example of the 'singular' case, in which the finite variation part of \( \pi^i(c^i) \) is not absolutely continuous.

### 3. Equilibrium

This section demonstrates the existence of security-spot market equilibria in which each agent’s utility gradient exists and has a Riesz representation as characterized in section 2. We will deal only with the usual notion of Arrow–
Debreu complete markets equilibrium. As in Duffie (1986), there exists an implementation of such equilibria in a setting with security and spot markets only, given an appropriate space of admissible trading strategies, a spanning assumption on (nominal) cumulative dividend processes, and the same definition of an equilibrium. Only our utility and endowment assumptions differ from Duffie (1986). We do not require uniformly proper preferences à la Mas-Colell (1986) since the utility gradient representation used in section 2 calls for pointwise interior consumption, which is only easily guaranteed in equilibrium with an Inada condition ('infinite marginal utility at zero') and an aggregate endowment that is bounded away from zero. In this regard, we show that the ability to dispense with uniform properness, shown in the additive-utility case by Araujo and Monteiro (1989) and Duffie and Zame (1989), has little to do with additivity, and more to do with the ability to demonstrate uniform properness when one is restricted to the set of allocations that are individually rational and pareto optimal.

Given an initial allocation $\left( e^1, \ldots, e^m \right) \in D_+^m$ with $e = \sum_i e^i$, an equilibrium is a feasible allocation $\left( c^1, \ldots, c^m \right)$ and a non-zero linear price functional $\Phi : D \to \mathbb{R}$ such that, for all $i$, $c^i$ solves the problem

$$\max_{c \in D_+} U_i(c) \quad \text{subject to} \quad \Phi(c) \leq \Phi(e^i).$$

For simplicity, we will examine the case of one commodity. The case of general $l$ is easily handled by extending the following definitions and arguments.

An aggregator $f$ is defined to be good if it satisfies the uniform Lipschitz and growth assumptions and:

(i) For all $y$, $f(\cdot, y)$ is strictly increasing.
(ii) $f$ is continuously differentiable on the interior of its domain.
(iii) For all $x > 0$, $\delta_f(x) = \sup_{v \in \mathbb{R}} f_x(x, v) < \infty$.
(iv) As $x \downarrow 0$, we have $\delta_f(x) = \inf_{v \in \mathbb{R}} f_x(x, v) \to +\infty$.
(v) $f$ is concave and continuous.

Condition (iv) is an Inada condition.

Theorem 2. Suppose the total endowment $e = \sum_{i=1}^m e^i$ is bounded away from zero and, for each $i$, $U_i$ is generated by a good aggregator $f^i$. Then there exists an Arrow–Debreu equilibrium $\left( \Phi(c^1, \ldots, c^m) \right)$ with the properties:

(i) $\left( c^1, \ldots, c^m \right)$ is Pareto optimal.
(ii) For all $i$, $c^i$ is bounded away from zero.
(iii) $\Phi$ has a bounded Riesz Representation $\pi \in L$.
(iv) For each $i$, $U_i$ has a gradient at $c^i$ with a bounded Riesz Representation $\pi'(c^i)$ given by (3).
(v) For each $i$, there is a constant $k_i > 0$ such that $\pi = k_i \pi_i(c^i)$.

Moreover, if $e$ is a semimartingale, then $\pi$ is a semimartingale.

The theorem is an extension of Theorem A4 of Duffie and Zame (1989). We will construct a proof based on the following series of Lemmas, closely following the approach of Appendix A of Duffie and Zame (1989).

**Lemma 2.** Suppose that $U$ is a stochastic differential utility function generated by a good aggregator $f$. There is a constant $k > 0$ with the following property. Let $A$ be any measurable (predictable) subset of $\Omega \times [0, T]$ and let $a > 0$ be any real number. If $y \in L_+$, $y \geq a$ on $A$, $z \in L_+$, $z = 0$ off $A$, and $z \leq a/2$, then

$$U(y) - U(y - z) \leq k \delta_f \left( \frac{a}{2} \right) E \left( \int_0^T z \, dt \right).$$

The proof is an application of the Mean Value Theorem and Gronwall's Inequality. Specifically, let $V$ be the utility process of $y$ and $\tilde{V}$ the utility process for $y - z$. By the Mean Value Theorem, there are processes $\xi$ and $\zeta$ such that, for all $t \in [0, T]$,

$$V_t - \tilde{V}_t = E \left( \int_0^T \left[ f_c(y_s + \xi_s, V_s + \zeta_s)z_s + f_y(y_s + \xi_s, V_s + \zeta_s)(V_s - \tilde{V}_s) \right] ds \right| \mathcal{F}_t),$$

where $\alpha$ is a uniform Lipschitz constant on $f(c, \cdot)$. The inequality exploits the fact that $V \geq \tilde{V}$, which follows [Duffie and Epstein (1992)] from the monotonicity of $f$ with respect to consumption and the fact that $z \geq 0$. The Stochastic Gronwall–Bellman Inequality [Appendix of Duffie and Epstein (1992)] implies that

$$U(y) - U(y - z) = V_0 - \tilde{V}_0 \leq e^{\alpha T} \delta_f \left( \frac{a}{2} \right) E \left( \int_0^T z_t \, dt \right),$$

proving the result.

**Lemma 3.** Suppose that $U$ is a stochastic differential utility function generated by a good aggregator $f$. There is a constant $k > 0$ with the following property. If $H$ is a predictable subset of $\Omega \times [0, T]$, $h$ is a positive constant, and $y \in L_+$ is such that $y \leq h$ on $H$, then for any $\lambda \in [0, h]$,

$$U(y + \lambda 1_H) - U(y) \geq k \delta_f (2h) \lambda E \left( \int_0^T 1_{H}(t) \, dt \right).$$
The proof is analogous to that of Lemma 2, using the constant \( k = e^{-aT} \). As pointed out by Mas-Colell and Zame (1990), the following is essentially the only prerequisite for existence of Arrow–Debreu equilibrium beyond the usual technical conditions required in a finite-dimensional setting.

**Lemma 4.** Suppose \((c^1, \ldots, c^m)\) is a Pareto optimal allocation with \( U_i(c^i) \geq U_i(e^i) \) for all \( i \). Under the assumptions of Theorem 2, for each \( i \), \( c^i \) is bounded away from zero and \( U_i \) satisfies the following forward cone condition at \( c^i \): There is some \( v \in L_+, \varepsilon \in (0, \infty) \), and \( p \in (0, \infty) \) such that \( U_i(c^i + \lambda v - z) > U_i(c^i) \) whenever \( c^i + \lambda v - z \in L_+ \), \( 0 < \lambda < \rho \), and \( E(\int_0^T |z| \, dt) < \lambda \varepsilon \).

Given Lemmas 2 and 3, the proof of Lemma 4 is obvious from the proof of Theorem A.4 of Duffie and Zame (1989), since the last two displayed equations substitute for eqs. (13) and (14) of Duffie and Zame (1989).

We can now complete the proof of the main existence theorem. Existence of the Arrow–Debreu equilibrium \(((c^i), \Phi)\) follows from Theorem A.1 of Duffie and Zame (1989), based on the same form of arguments used in Theorem A.4 of Duffie and Zame (1989). [Further details may be found in the survey by Mas-Colell and Zame (1990).] Pareto optimality of \((c^1, \ldots, c^m)\) is the First Welfare Theorem for infinite-dimensional economies. [See, for example, Mas-Colell and Zame (1990).] The fact that \( \Phi \) has a bounded Riesz Representation follows from its \( L^1 \)-continuity, as shown in Duffie and Zame (1989). Lemma 4 implies that, for all \( i \), \( c^i \) is bounded away from zero. The existence of the given gradient representation \( \pi^i \) follows from Lemma 8. The fact that the Riesz Representation \( \pi \) of \( \Phi \) is, for each \( i \), a positive scalar multiple of \( \pi^i \) is due to the Kuhn–Tucker Theorem applied to the problem (11) of each agent \( i \), and the fact that the set of feasible directions from \( c^i \) contains all bounded predictable processes (since \( c^i \) is bounded away from zero). This implies that \( \nabla U_i(c^i) \) and \( \Phi \) coincide (up to a positive scaling) on the set of bounded predictable processes, which proves the last assertion of Theorem 2.

### 4. Local versus global gross-substitutes

We now explore the issue of whether a pointwise gross substitutes condition implies a global gross substitutes condition, and thereby a proof of uniqueness of efficient allocations, as well as a simple proof of existence. As shown by Dana (1991), this works with additive utility, but we shall see that this is not generally the case with recursive utility.

Under the regularity conditions given above for the existence of equilibrium, the so-called ‘excess utility map’ \( \varepsilon: \mathbb{R}_+^m \to \mathbb{R}^m \) is defined by

\[
\varepsilon_i(\omega) = \frac{1}{\alpha_i} \nabla U_i(c_i(\omega))(c_i(\omega) - e^i),
\]
where \( c_i(\alpha) \) denotes the \( \alpha \)-efficient allocation of consumption to agent \( i \). A zero \( \alpha^* \) of \( \varepsilon \) corresponds to an equilibrium allocation \( c(\alpha^*) \), for \( c_i(\alpha^*) \) is then optimal and budget feasible for agent \( i \) by the first-order condition, and markets clear.

We say that \( \varepsilon \) is gross-substitutes if, for any \( i \) and \( k \neq i \), \( \varepsilon_i \) is increasing in \( \alpha_i \) and decreasing in \( \alpha_k \). As shown by Dana (1991), this gross-substitutes property implies uniqueness of equilibrium (and gives a simple proof of existence).

Using the notation in (9),

\[
\varepsilon_i(\alpha) = \frac{1}{\alpha_i} \mathbb{E} \left[ \int_0^T \lambda_i \mathbb{E}^i \{ K(\lambda_i, e_i, V_t), V_t^i \} [K(\lambda_i, e_i, V_t) - \varepsilon_i^2] \, dt \right],
\]

where \( \lambda_0 = \alpha \). We write the integrand as \( F_i(e_i, \lambda_i, V_t) \).

In the additive case, \( f^i(c, v) = u(c) - \beta v \), we have \( \lambda_t = \alpha \) for all \( t \). Thus, as shown by Dana (1991), the Mitjushin–Polterovich conditions on \( u \), which imply a gross substitutes property (in \( \lambda_i \)) of the 'local' excess utility map \( F \), globalizes to the excess utility map \( \varepsilon \). We will illustrate how this issue is complicated by relaxing additivity, even given the rather explicit dynamic system (9) for utility weights, and even in the deterministic case.

In the general case, the pointwise excess utility map \( F \) depends nontrivially on the weights \( \lambda_i \) and the utilities \( V_t \) at time \( t \). In order to study the effect of a change of \( \alpha \) on \( F(e_i, \lambda_i, V_t) \), one therefore needs to compute the sensitivity of \( (\lambda_t, V_t) \) to a change in initial weights. In the deterministic case, this can be done through the classical technique of the resolvent matrix. Since the boundary conditions for (9) are a mixture of the initial condition \( \lambda_0 = \alpha \) and the terminal condition \( V_T = 0 \), it makes sense to study the problem in terms of the terminal utility weights \( \lambda_T \) rather than the initial weights. We can replace (9) in the deterministic case with

\[
\lambda_t^i = \lambda_t^i f_s(K(\lambda_t^i, e_t^i, V_t^i), V_t^i), \quad \lambda_T = \alpha.
\]

(13)

\[
\dot{V}_t^i = -f^i(K(\lambda_t^i, e_t^i, V_t^i), V_t^i), \quad V_T = 0.
\]

Again, a zero of the modified excess utility map \( \varepsilon \) defined by (12), replacing the dynamic system (9) with (13), corresponds to an equilibrium.

Using the chain rule and the form of the resolvent for (13), the sensitivity of \( F(e_t, \lambda_t, V_t) \) to changes in \( \lambda_T \) can be computed. Rather than trace out all of the effects, we point out an immediate obstacle to showing the gross-

---

2When the initial condition \( \xi_0(\mu) \) of a dynamical system \( \dot{x}_t = f(x_t), x_0 = \xi_0(\mu) \) varies with some parameter \( \mu \), the local change in position at time \( t \), \( \delta x_t / \delta \mu \) is given by \( \exp\left(\int_0^t f'(x_s) \, ds\right) \delta \xi_0 / \delta \mu \). The matrix \( f'(x_t) \) is called the resolvent and is intensively used in the study of stability properties. See, for example, Arnold (1991) for details.
substitutes property of \( e \). As a first step in such a program, it would be natural to impose conditions on \( f' \) under which an increase in some agent's terminal weight decreases all other agents' weights and utilities for all time. If this were true 'locally', in terms of the resolvent of the dynamic system \((\lambda_t, \hat{V}_t)\), one might try to globalize it. For example, it would help if the exponential of a 'gross-substitutes matrix' (one with positive diagonal and non-positive off-diagonal elements) were also gross-substitutes. Even that is not true for more than two-dimensional systems. For example, to the nearest 0.1,

\[
\exp\left( \begin{pmatrix} 1 & -2 & -2 \\ -2 & 1 & -1 \\ -2 & -1 & 1 \end{pmatrix} \right) = \begin{pmatrix} 17.2 & -10.1 & -10.1 \\ -10.1 & 9.7 & 2.4 \\ -10.1 & 2.4 & 9.7 \end{pmatrix}.
\]

As to what conditions on a resolvent imply the global gross-substitutes condition, the literature on differential equations seems to offer little guidance.

In short, going beyond the additive case, gross-substitutes conditions for even relatively explicit recursive utility functions do not seem at all obvious (to us).
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